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Abstract

An avatar can be a graphical representation of the user which often resembles a real
human. In recent years, avatar use in online gaming and collaborative system has grown
tremendously. The more realistic an avatar is, the stronger the user’s sense of substitution.

In this paper, we focus on generating a personalized human avatar and use it to perceive
and understand user’s emotion states in augmented reality environment. Based on it, we
build a work incentive system which uses the avatar as the motivator. Our system allow
user to have interactions with customized avatar and receive different feedback from avatar
according to user’s emotion.

Our system consists of three main parts:
1. Create a personalized human avatar. We build a realistic avatar with body shape, face

and clothes based on a video in which a person is moving.
2. Human-avatar interaction. We use the user’s voice and facial expressions as input

continuously, and use this as a basis to design the interaction between human and avatar.
3. A work incentive system. We view avatar as a motivator and use it to help users

improve their emotions.
We have invited some participants to test how similar our model is to real people and if

the interaction is useful. We got a positive feedback through the preliminary user study.

Keywords: Personalized Avatar, Human-Avatar Interaction, Work Incentive System
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Chapter 1

Introduction

1.1 Introduction

With the development of augmented reality (AR) technology, virtual human avatar has

become a significant role in most virtual worlds [1]. Realistic human avatars with lifelike

appearance and unique behavior can give user a sense of reality. People can see the avatar as

the second incarnation of anyone they want. Avatar has many usage scenarios, and the most

common one is to use it to represent a real person in social games. Nowadays, it is widely

used in our life, for example, medical practitioners use it to treat mental diseases, fitness

coaches use it to observe people’s body changes and so on.

On this basis, the interaction between people and avatar has also developed. Avatar can

have realistic appearance and behavior like human beings. Even, the communication with

avatar is the same as that with people, so that avatar can also assume a certain social role

like a human, such as a good friend who will comfort you when you are sad or a company

manager who will encourage you when your work encounters bottlenecks.

Similarly, it can also become a motivator or a partner in our work and daily life.

Therefore, after generating a realistic avatar, We consider it as a role of motivator and use it

in the work incentive system. For companies today, incentive system is essentially a reward

system which always uses base pay or annual salary as the motivator. However, numerous

studies [2] have proved that some intrinsic motivators like the sense of achievement are
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more effective than extrinsic reward in boosting user’s motivation to work. So, avatar may

bring a new opportunity to the traditional work incentive system that give user the intrinsic

motivation.

In this research, we create an interactive personalized avatar and introduce it into work

incentive system and use it to help user adjust their mood.

The Fig.1.1 shows the process of building a personalized human avatar. We generate

avatar’s model and texture according to the video user uploaded. The body shape and dress

of the generated model will look as much like the person as possible. Then model will be

rigged and animated to make the avatar.

Fig. 1.1 The process of building a personalized human avatar

Fig.1.2 shows the workflow of avatar-based work incentive system. Our 3d avatar can

be placed in augmented reality environment. In order to make avatar assume the role of

motivator, the system will perceive the user’s emotional fluctuations at work and feed it back

to avatar in real time. After analyzing the user’s emotional information, the analysis results

will drive avatar to give correct feedback and help user adjust their working mood.
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Fig. 1.2 The workflow of work incentive system

1.2 Organization of the Thesis

The rest of the thesis is organized as follows: Chapter 2 introduces the background

of the thesis and some related research fields. Chapter 3 will tell the research goal and

the approach briefly. Chapter 4 is the system design part, where the design concept and

ideas will be introduced, and the mechanism will also be told. Chapter 5 will be the system

implementation part where the detailed environment and implementation will be talked.

Chapter 6 will introduce the related work. Chapter 7 will be about the preliminary evaluation;

we will talk about the usability of our system. Chapter 8 will be the conclusion and future

work part, where we will conclude the previous content and talk about future possibilities.



Chapter 2

Background

2.1 Personalized Human Avatar

In HCI field, a personalized avatar usually can be considered as the graphical represen-

tation of a person [3] which is required to represent human features such as their body shape

and appearance as accurately as possible. The advantage is that it can give users a sufficient

sense of substitution.

There are several common ways to generate avatars: 3d scanning, adjust parameters of

preset model, image-based method and video-based method.

2.1.1 3d Scanning

3d scanning technology can scan user from 360 degree and quickly obtain the full

surface geometry of the human body.

However, this technique usually relies on external hardware devices such as Kinect to

build the body model. Therefore, it is expensive and inconvenient for general user who has

no relevant professional skills to create their virtual avatar. At the same time, this method is

usually used to capture the shape of the human body, but some details of the human body

cannot be captured well.
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2.1.2 Adjust Parameters of Preset Model

As shown in Fig.2.1, this method allow user to manually modify the parameters of

the human template model according to their own figures, such as their height and waist

circumference.

Fig. 2.1 Adjust parameters of preset model

The disadvantage of this method is obvious, that is, users need to measure their own

body data in advance. Therefore, the modification is subjective and error prone. Also, this

method is limited to body data so that it is difficult to change user’s appearance like face and

clothes.

2.1.3 Image-Based and Video-Based Method

Compared with the above two methods, image-based and video-based methods have

obvious advantages in reconstructing human avatar. After user uploading an image or video,

the method takes advantage of machine learning to build more accurate avatars which contain

facial portraits and clothing textures.

Foe video-based method, the real person is rendered from multiple input video frames.

In contrast, human models generated based on pictures are not very accurate due to lack
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of some key information like depth. Therefore, compared with image-based, video-based

methods can extract more human body information from multiple angles. In our research, we

use Alldieck’s work [4] to get accurate 3d human body models from a single video sequence

of the person moving in front of the camera. This method is based on Skinned Multi-Person

Linear model (SMPL) [5] which is driven by ten human body shape parameter and pose

parameter. As Fig.2.2 shows, this model can be well used in animator control. In this study,

we used the video-based model building method to create the initial human model. Based on

the original work, we optimized the surface details of the generated model and generated

corresponding textures. After that, we add sound and movement to the avatar after the model

has been rigged.

Fig. 2.2 SMPL models of various poses

2.2 Human-Avatar Interaction and Emotion Recognition

After building the personalized avatar, the design of the interaction between avatar and

user is needed. The existing interactive technology can be divided into the following aspects:

track user data, understand user intentions, understand user emotions and communicate

with user. In our research, we mainly focus on tracking user emotion data, identifying user

emotions and giving verbal and non-verbal feedback.
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Emotion recognition has become a hot research topic in human-avatar interaction

[6] with the development of machine learning. It is proved that interactive avatar with

appropriate emotional feedback can effectively improve the user experience. In our research,

the interaction allows the personalized avatar to track and understand user’s emotion in real

time and adjust its own behaviors as the feedback accordingly. 4 kinds of common emotion

of user (calm, happy, sad and angry) can be tracked and recognized. Different emotion states

will drive different avatar’s behavior.

2.3 Work Incentive System

Incentive system is an aggregate of numerous research areas, including psychology,

economics and computer science. Its main purpose is to boost people’s motivation to

do something. Organizations always use different tools such as rewards to enhance the

performance of the employee [7]. However, it is worth noting that by improving the user’s

mood and thereby improving the user’s work efficiency is also the method the company is

trying to use. Application like Jibun Yohou [8] improves user’s motivation to work by identify

employees’ mood from voice. User need to actively record their voice then system will give

an analysis according to the input data. This makes it possible for company managers to

detect employees’ moods in time and help them improve work efficiency.



Chapter 3

Research Goal and Approach

3.1 Goal

Our research tries to build a realistic personalized human avatar based on a video with

a person moving around and try to use this avatar as a motivator in work incentive system,

which aim at boosting the work motivation of user. Our goal can be divided into the following

points:

1. Generate an interactive personalized virtual avatar with body shape, face and clothes.

2. Add realistic movements and voice to avatar.

3. Make a work incentive system: Real-time emotional recording and analysis. Avatar is

used as a motivator to give positive feedback.

3.2 Approach

To achieve our goal, we divided our work into three parts: one is generating an interactive

realistic avatar and another is making a work incentive system.

To build the avatar, user need to upload a video with the person moving around as the

input. In order to make the final result good enough, the video resolution needs to be as

high as possible, and the character outline needs to be clear. We also need preprocess the
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video user uploaded. Fig.3.1 shows the process of preprocessing. In order to get enough

information from different views, we need to convert mp4 file to a sequence of JPG files.

Then we detect the 18 body joints using OpenPose and human silhouette from these image

files. The information of body keypoints will be stored in JSON files. Here we consider

JSON files and mask files as preprocess result.

Fig. 3.1 Preprocess input video

We choose Alldieck’s method to generate basic body model. By this ways, we can get

the model with body shape and face. While this model cannot be adapted because of its

low-poly. Optimization is needed to make it more realistic. We subdivide the surface by

add vertices on the edges of the model to make avatar more smoother. Then, we can add the

texture to make the avatar looks more like a real person.

Then we rigged the avatar using a skeleton with 8 body joints, including wrists, groin,

chin, elbows and knees. To make it interactive, We also generate some animation and audio

clips for this avatar.

An application scenario is designed for the avatar. It is a work incentive system which

allows our avatar to perceive user’s emotion during work time and help user adjust their

mood. This system can recognize four kinds of emotion including calm, happy, sad and

angry which range from 0 to 50. In order to more accurate perceive these emotion from user,

we combine facial expression recognition and vocal recognition together. After that, emotion

data will be stored in the SQLite database. For analysing the trend of user’s emotion, we use

line chart to record and upload emotion data in real time.
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In order to make the avatar work in the work incentive system. We firstly need to

detect the plane and place the avatar in real world using ARCore and the rear camera of

smartphone. Then the only thing users need to do is making sure their face is within range of

the smartphone’s front-facing camera. The system will detect user’s emotion automatically

and give feedback accordingly. For example, if our system detects that user keeps in a good

mood, the avatar will do the animation of clapping hands and say "keep going!".



Chapter 4

System Design

In this chapter, we will introduce our system design and explain each part. At first, we

will introduce the system overview and how the system works. Then the rest of this chapter

will be divided into three parts to introduce the system design in detail.

4.1 System Overview

As we have mentioned above, our research contains three part. The first two parts are

directly related to avatar: how to generate an personalized avatar and how to make the avatar

interactive. The third part is an application of our avatar.

• Part 1 is about generating personalized human avatar. We explain how we build the 3d

avatar from a single video and how we optimize the avatar.

• Part 2 is about interaction part. We add some body language and audio clips for avatar.

And we explain the way of tracking user emotion data and how avatar understands

speech and emotion of user.

• Part 3 will introduce the avatar-based work incentive system. We explain the way of

using avatar in augmented reality and how the system analysis the trend of emotion

and help user adjust their mood at work.
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Fig. 4.1 Work incentive system overall flow

The Fig.4.1 shows the overview of the third part: an avatar-based work incentive

system. First, we generate customized avatar based on the video user has uploaded. Emotion

recognition technology is used to track user’s data. At the same time, data of emotion and

time will be uploaded to database in real time. At regular intervals, the system will analyze

the data extracted from the database and guide avatar to give verbal and nonverbal feedback

to the user.

4.2 Generated Personalized Human Avatar

4.2.1 Video Preprocessing

Before we generate avatars, we need to preprocess the videos uploaded by users. Data

preprocessing is divided into three steps.

• Break the video into frames.

• Detect body joints from frame by frame.

• Extract human body silhouette and binarize the frame.
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The advantage of using video as input rather than pictures is that the video contains

more accurate details, such as depth information, which is helpful in building a more realistic

human model. Breaking the video into frames is the basis for the rest of the work. As the

Fig.4.2 shows, we generate avatar’s model based on the video frames which a person is

moving around.

Fig. 4.2 The video frames of a person moving around

The human body is made up of multiple joints. In order to make the generated model

better match the human body, we need to extract the joints of the human body using openpose

[9]. As the Fig.4.3 shows, eighteen body nodes, including the elbow, knee, neck, ankle, wrist

and so on, will be detected from each frame.

Fig. 4.3 Body joints detected from frames
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The detected results will be saved in JSON files for later use.

Before we can formally generate the model, we also need to extract the outline of the

human body. As Fig.4.4 shows, by using Baidu API extracting human from image, we can

separate the background from the person and binary the segmented image.

(a) Original frame (b) Extract outline (c) Binarize the frame

Fig. 4.4 Extract human body silhouette and binarize the frame

4.2.2 Generate Human Model

We use Alldieck’s work and SMPL body model to generate the human avatar, including

user’s hair, body, face and clothes.

Before producing the final full human avatar, we will get two intermediates using the

preprocessed data we have generated: the naked body model and the human silhouette model

(shown as Fig.4.5). To get naked body model from the video, we adjust SMPL standard

model’s shape parameters using the calculated results from the video sequence user has

uploaded. After that, we can construct human silhouette model based on the naked body

model.
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(a) Naked body model (b) Human silhouette model

Fig. 4.5 Two intermediates

In order to generate suitable naked body model, we consider SMPL model as the starting

point. SMPL is a kind of parameterized human body model which is controlled by 10 shape

parameters and 72 pose parameters. Since we are not concerned with the posture of the

model, we only consider how to adjust ten body shape parameters.

Fig. 4.6 Naked body models with different shape parameter
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As the Fig.4.6 shows, 10 different parameters affect different properties of body shape.

In this case, we can modify the height, fat and body ratio of the mannequin by changing 10

relatively independent body shape parameters.

Here, we use SMPLify [10] to calculate the value of parameters for each video sequences

to fit the body joints detected in the frame. During this frame-by-frame period, 10 parameters

are continuously fixed until the final result is generated.

Unlike naked body model, which only cares about shape parameter, silhouette model

reconstructs naked body model according to the silhouette of video frames (shown as Fig.4.7).

In other words, it modifies not only body shape, but also appearance and clothing. Therefore,

3d shape including face and clothes will be used to reconstruct human model.

(a) The silhouette of a human (b) Silhouette model

Fig. 4.7 The human body and the silhouette model

4.2.3 Texture

Texture is the crucial part to make the model more realistic. To generate the texture map,

the color of the image is projected to the vertices of the body model. After that, UV map

between texture and human model will be defined (shown as Fig.4.8). In this way we can get

a complete avatar when we specify a texture for our model. However, sometimes because the
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Fig. 4.8 UV map between texture and human model

resolution of the video is not high enough and the user’s head accounts for a relatively small

proportion of the entire picture, the generated texture is easily blurred. At this point we need

to get the texture from the clear face portrait and integrate it into the whole texture. Fig 4.9

shows blurred texture and clear texture on avatar.

(a) Blurred texture (b) Clear texture

Fig. 4.9 Different textures on the same avatar

4.2.4 Surface Subdivision

After getting the human model and texture, we can optimize the results. As we can see,

SMPL is a parameterized model consisting of triangle mesh with 6890 vertices. Too few
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vertices make the human body appear too rough and have sharp edges and corners visible

to the naked eye. So, we try to refine the surface of the model and increase the number of

vertices to make the model smoother. As the Fig.4.10 shows, after surface subdivision, the

model is more delicate and realistic in texture.

(a) Original texture (b) Optimized texture

Fig. 4.10 Model before optimization and model after optimization

With the steps mentioned above, we finally got the complete human avatar including

clothes, face and hair. The final result is as shown in Fig.4.11.

(a) Front view (b) Side view (c) Back view

Fig. 4.11 Human avatar from different views
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4.3 Interact with Avatar

How to make our avatar interactive or what kind of interaction we need is another

question we need to consider. To interact with avatar, first we need to add some body

languages and voice to avatar. After that, our human-avatar interaction will be completed by

two methods: emotion recognition and speech recognition.

4.3.1 Add Movements and Voice to Avatar

The feedback provided by avatar to users is divided into two types: body language

feedback and voice feedback.

For adding body language to the avatar, we need to add the skeleton to the avatar model

and make corresponding animation for it.

As the Fig.4.12 shows, we rig the model with 8 key body joints, including groin, wrists,

elbows, knees and chin.

Fig. 4.12 Rig the avatar

Then we can animate avatar using these body joints. Some of the animations are shown

as Fig.4.13.
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(a) Fist pump (b) Clapping

Fig. 4.13 Avatar Animation

In order to add speech to the avatar, text-to-speech system is used to obtain more natural

human voice (shown as Fig.4.14). The system input is the text we want to convert, and the

system output is some audio clips stored in wav format.

Fig. 4.14 Text-to-speech system
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We will coordinate with the use of voice and animation for user feedback.

4.3.2 Emotion Recognition

People’s emotions can be expressed in a variety of ways, such as the accent and tone

of voice, facial expressions and body movements, etc. If we want to identify and analyze

emotions more accurately, we need to consider more than one aspect. Here we choose the

user’s facial expression and voice as the input of the recognition system. We identified four

emotions, calm, happy, sad and angry. In addition, we give each emotion a value ranging

from 0 to 50 to express its emotional strength.

To recognize facial expression, we use facial expression recognition API to detect

feature points in uploaded face pictures and judge the degree of various emotions based on it.

The things user needs to do is to make sure their faces are visible from the phone’s camera.

As Fig.4.15 shows, four kinds of facial expression will be recognized.

(a) Calm (b) Happy (c) Sad (d) Angry

Fig. 4.15 Four kinds of facial expression

To detect users’ emotions through voice is actually to detect the physical properties of

audio. For example, being short of breath and speaking too fast means being angry. Relative,

flat tone and monotone voice could point to calm. Therefore, we use Empath API to identify

4 emotions from voice in real-time regardless of language. Our system will collect a 5-second

audio clip every 5 seconds and upload it to the server for detection. The returned results will

be stored in the database.

After getting two sets of emotion-related values, we need to combine these two sets of

values. When avatar does not detect user voice input, the final result is consistent with the
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result of facial expression detection. When the user’s voice and facial expression are used

as input, we assign a coefficient of 0.5 to the respective results, and then add the two parts

to obtain the final result. Fig.4.16 shows a scenario that a specified emotional trend trigger

avatar’s feedback: The user looked so sad and his voice also sounded sad. And the sad value

gradually increases, at this time avatar will give verbal and non-verbal feedback to help users

improve their mood.

Fig. 4.16 The specified emotional trend was detected

4.3.3 Speech Recognition

Detecting whether the user’s voice contains keywords is another way to trigger avatar

feedback. When the user uploads their speech, we will use the voice recognition API to

convert the speech to text and then detect whether the text contains some keywords. For

example, Fig.4.17 shows our user said he finished his work to avatar, here, work and finished

are detected as keywords so that it will trigger avatar’s behaviour as the feedback.

Fig. 4.17 The key words of user’s audio clip were detected
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4.3.4 Place and Manipulate Avatar in AR Environment

Plane detection and model placement is the first step of all interaction in AR environment.

With the help of AR technology, the system can automatically detect the plane in the picture

through the phone’s rear camera. The detected plane is marked with a white grid. All the

user has to do is select their preferred location and click on the screen to place the model in

the real world (shown as Fig.4. 18).

Fig. 4.18 Place the avatar into real world

After placement, the user can change the size and direction of the avatar at any time. As

Fig.4. 19 shows, users can use two fingers to make the model as large as a real person, or as

small as a bottle. Similarly, users can rotate the model by touching the screen with one finger.
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(a) Modify avatar’s size (b) Rotate avatar

Fig. 4.19 Avatar Manipulation

4.4 Avatar-Based Work Incentive System

After we generate our personalized human avatar and define the interaction between

user and avatar, we give this interactive avatar an application scenario, a work incentive

system using avatar as a motivator to boost user’s work motivation. We introduced the basic

workflow of work incentive system in section 4.1:

1. User upload their video to build their personalized avatar, then they can place avatar in

the AR environment and perform basic operations such as zooming in, zooming out

and rotating.

2. When the incentive system starts to run, the facial expression and voice of the user will

be recorded and recognized in real time. At the same time, system will do emotion

analysis.

3. After that, the results of emotion analysis will drive avatar to give feedback to users.
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We have already introduced the parts related to avatar. Therefore, in this chapter, we

will focus on the emotion analysis and user scene part.

4.4.1 Emotion Analysis

In order to better analyze the emotional trend of users, the collected data are presented

intuitively in the form of line chart. As Fig.4.20 shows, four different colored lines represent

four different emotions. The horizontal axis represents time, and the two adjacent points

differ in value by five seconds. The vertical axis represents the degree of emotions, which

ranges from 0 to 50. The smaller the value is, the weaker the degree is, while a larger number

indicates a stronger degree.

Fig. 4.20 A line chart used to indicate emotions

The system will analyze the emotion recorded every 20 seconds. To do analysis, we

first divide the four emotions into two categories: positive emotion including clam and happy,

negative emotion including sad and angry. Then we add the trend line of each emotion to

analyze user sentiment trends.

The following three questions briefly describe the process of emotion analysis.

1. What is the current trend for each emotion?
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2. What is the overall emotional trend?

3. Is the trend good or bad for work?

Fig. 4.21 Trend line

Fig.4.21 shows that in addition to the four lines that record emotions, there are four

trend lines drawn with dashed lines to predict emotional trends. We further analyze the

chart, the trend line of calm tends to be flat and not volatile, the trend line of happy shows

a downward trend, and its slope is negative. By combining these two trend lines, we can

conclude that positive emotions are gradually decreasing. Corresponding to this, the slopes of

the trend lines of sad and angry are positive numbers, indicating an upward trend. Combining

these two trend lines, we conclude that negative emotions are gradually increasing. From the

above information we get final conclusion that users’ emotions are gradually changing from

positive to negative, and avatar needs to help users improve their emotions.

4.4.2 Use Scene

The Fig.4.22 shows the main interface after user placing their avatar. There are two

kinds of augmented reality information in the interface:
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Fig. 4.22 Main interface

The model on the left is the personalized avatar system generated according to video

user uploaded. The user can change its size and direction at will. Body language and sound

feedback is given by avatar.

The panel on the right is used to visualize emotion data. The system updates data

every five seconds. Users can easily check their current work emotional status and adjust

themselves timely.

Fig. 4.23 Encourage user
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Fig 4. 23 shows the use scene that there is a rapid increase in the value of sad over

a short period of time. As can be seen from the line chart in the figure, the anger value

increases rapidly, while the calm value decreases significantly. Through sentiment analysis

we can conclude that the influence of negative emotions on users gradually increases. The

system determines that the user is emotionally unstable and unfit to continue the work. So

avatar will encourage user using their movement and speech.
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System Implementation

5.1 Hardware

Some hardware are needed to create our system.

• A smartphone with a front and rear camera.

• A computer to program our system.

To realize our system, the smartphone need to support Android 7.0 at least. Our system

needs to recognize facial emotions in real time, so mobile phone cameras are necessary. Here

we choose HUAWEI P20 as the device.

And computers need to have some computing power and support android development.

The configuration of the computer we use is shown in the Table 5.1.

Category Information

Operation System Microsoft Windows 10
CPU Intel(R) Core(TM) i7-6500U CPU @2.5GHz 2.59GHz
RAM 8 GB

Table 5.1 The information of PC
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5.2 Development Environment

We also use some programming tools to complete code writing. The main development

tool is Unity 3D, Visual Studio and ARCore. ARCore is a software development kit which

allows building augmented reality application. It has been integrated into our smartphone.

The other technical supports are:

• OpenPose, it detects 18 human body joints from video frames and return JSON files.

• Baidu human body analysis API, it extracts the human body outline from the video

frame and binaries it.

• Baidu emotion recognition API, it detects key points in faces from images and uses

them to identify emotions.

• Baidu speech API, it converts text to the avatar’s voice and convert user’s speech to

text.

• Epath, it calculates the properties of speech and recognizes the emotions in it.

In the process of generating the avatar, we also used Blender and Mixamo to rig and

animate the model.

5.3 Framework

The Fig.5.1 shows how the system framework is.

First, user need to take a video with a person moving around and upload it. Then the

system starts to detect the body joints and human outline in the video frames. After that,

naked body model and human silhouette model will be generated in turn. Also, system will

generate texture for the model.

The information about use’s emotion including facial expression and speech will be

collected in real time. These information will be sent to API in order to recognize emotion.

Then emotion and its value will be stored in database. At the same time, system will start
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analysing emotion and then triggers the animation and speech of avatar as the feedback to

user.

Fig. 5.1 System framework

5.4 Avatar Generation

The avatar generation part is an important part of the whole system. In order to make

the generated avatar more realistic and close to the real person, the method we use can be

divided into two parts, one is to generate the silhouette model according to the outline of the

video frame, the other is to extract the pattern in the frame to generate the final texture.

5.4.1 Model Generation

In setion 4.2, we briefly introduce the preprocessing and steps required to generate the

model. The entire process diagram for generating the model is shown in Fig.5.2.

The main steps are:

1. Break the video into frames.
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Fig. 5.2 Model generation

2. Detect body joints frame by frame.

In our system, we use OpenPose which provide a windows portable program to detect

keypoints.The body joints model comes in many formats, and OpenPose provides

three, body25, COCO, and MPI. COCO model is used to present 18 keypoints. Fig.5.3

shows the executable code to get body joints and save the result as the JSON file.

Fig. 5.3 OpenPose example

3. Extract human body silhouette and binarize the frame.

We use Baidu Body Analysis API to complete this part. Before we use the API, we need

to follow the instructions to apply for API key. After this, the platform automatically

generates and returns the API key and the corresponding API secret key. Fig.5.4 shows

one example of extract human body from background.

4. Generate naked body model and human silhouette model.
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Fig. 5.4 Extract body outline and binarize it

To generate a body model, we need to process two sets of data. One is the JSON file

that holds the body joints information, and the other is the generated mask file. These

two sets of data will be compressed to HDF5 file for later use.

We use the method of All to generate naked model and silhouette model. The core idea

is to preprocess the model by selecting 5 frames at medium distance from all video

frames. On this basis, the model is optimized frame by frame. After generating the

naked model, the system fits the frame array to build the silhouette model.

5.4.2 Texture Generation

Part texture will be got from each frame and will be projected to the silhouette model.

In the code, the UV mapping between the model and the texture is already defined, so the

generated texture can be used directly on the final avatar. Fig.5.5 shows an example of texture

we have generated.

At the same time, the quality of the texture is closely related to the light in the video,

the clutter of the background pattern, and the resolution of the image. For better texturing,

we can use a white wall or a green screen as the background.
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Fig. 5.5 Texture eample

5.4.3 Surface Subdivision

The surface of the directly generated model is rougher due to the small number of

vertices that generate the model. To make the model more realistic, we need to make the

surface smoother. Loop subdivision surface algorithm [11] is used for skinned mesh in our

system. It adds a vertex on each edge, and the vertices in the same triangle are connected

with new vertices to form a new triangle. As the number of vertices increases, the surface of

the model becomes smoother. Fig.5.6 shows the process of surface subdivision.

5.5 Interact with Avatar

We provide nonverbal and verbal interaction for user. For nonverbal feedback given

by the avatar, we make a animation controller to switch avatar’s movements. For verbal

feedback, we preset some text and try to convert these texts to speech.
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Fig. 5.6 Surface subdivision

5.5.1 Animation Controller

We preset few movements for our avatar, such as stand on the plane, clap hands, fist

pump and nod head. Therefore, an animation controller is needed to control when and what

movement of avatar to trigger.

Fig. 5.7 Animation controller

As we can see from Fig.5.7, the avatar has an initial default animation. When the user

places the model on a plane for the first time, or when it is currently in a non-interactive state,

the avatar will loop the standing movement. Our system can detect four kinds of emotion
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and we have already introduced emotion trend line in our system in section4.4.1. The design

of animation controller is related to emotion analysis.

For example, the current user is in a sad mood, which is negative. Moreover, negative

emotions are growing rapidly and it is not good for the user, so we need to switch to fist

pump movement to encourage user.

5.5.2 Add Voice to Avatar

Verbal feedback is another interaction we provide for user. We implement this part

using Baidu text-to-speech API. At first, we should get our API key and secret key from

their official website. Then, the speed, volume and the tone of the speech should be set. We

completed this part by referring to the official API documentation. Also, text that needs to be

converted should be saved in a txt file. Fig.5.8 shows the process we convert text to speech.

Fig. 5.8 Convert text to speech

As we have already introduced in section 4.3, real time facial expression recognition

and voice recognition are needed in our system. We use Baidu emotion recognition API and

Empath API to do that.

5.5.3 Facial Expression Recognition

The facial expression API recognizes users’ emotions by detecting 72 key points in their

faces. The value and possibility of emotion will be returned as a part of face attributes which

will be stored as the JSON format. To detect the user’s facial expressions in real time, we

take an image from the smartphone’s camera every five seconds and converted it to Base 64

format for processing. After getting the results, we need to extract the emotional data we
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need from the JSON data and store it in the database. Fig.5.9 shows the example of facial

expression recognition.

Fig. 5.9 Facial expression recognition

5.5.4 Voice Recognition

Similar to facial expressions, voice recognition calculates the physical properties of

audio to determine a user’s emotion. We use Empath API to do that. To detect the user’s

speech in real time, the system automatically records a five-second audio recording every

five seconds and uploads it via an HTTP request. When API returns the result, we convert

the JSON data into empath data format and extract what we need from it. After that, the

emotional data will be stored into database. Fig.5.10 shows an example of voice recognition.

5.5.5 Multiple Aspects Emotion Recognition

As Fig5.11 shows, after getting initial results from facial expression recognition API

and vocal recognition API, we need make a combination for these two aspects to get the final
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Fig. 5.10 Voice recognition

result. We assign 0.5 as coefficient to two different initial recognition results, then calculate

the final results.

Fig. 5.11 Combine two initial result
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5.5.6 Speech Recognition

We use speech recognition to detect if there are key word in user speech. First thing we

need to do is processing recording data to the format of PCM16 encoding. Then we convert

recording speech to text. The API will return the result of recognition and we need to detect

if the text contains key words we need. Fig.5.12 shows the example of speech recognition.

Fig. 5.12 Speech recognition

5.6 Store Database

To store the emotional data for analysis, we designed a simple database with two

separate entities. One is used to store data related to facial expressions, and the other is used

to store data related to sounds.

5.6.1 Entities

• Facial expression Facial expression entity refers to the data we captured using facial

expression recognition API. Table 5.2 shows this entity stores information including

time and four emotion value.
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Name Type Description

ID INTEGER The ID of the facial expression.
Time TIME The system time when the data is recorded.
Calm INTEGER A value used to indicate the degree of calm.
Happy INTEGER A value used to indicate the degree of happy.
Sad INTEGER A value used to indicate the degree of sad.
Angry INTEGER A value used to indicate the degree of angry.

Table 5.2 Facial expression table

Name Type Description

ID INTEGER The ID of the voice.
Time TIME The system time when the data is recorded.
Calm INTEGER A value used to indicate the degree of calm.
Happy INTEGER A value used to indicate the degree of happy.
Sad INTEGER A value used to indicate the degree of sad.
Angry INTEGER A value used to indicate the degree of angry.

Table 5.3 Voice table

• Voice Voice entity refers to the data we captured using Empath API. Table 5.3 shows

this entity stores information including time and four emotion value.

5.6.2 Connect Database and Store Data

In our system, we choose SQLite as our database engine. In order to use SQL databases

in Unity, we need to define our own utility classes for adding, deleting, and modifying data.

Fig.5.13 shows the class used to insert data to specified table.
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Fig. 5.13 Insert data to specified table

Fig.5.14 shows an example of SQLite database storing emotional data.

Fig. 5.14 SQLite database

5.6.3 Update Line Chart

when the database store new data, we also need to update our line chart. To update it,

we need to define query sentence so that emotion data will be read from form in database.

Fig.5.15 shows the process we define query sentence and read data from form.
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Fig. 5.15 Read data

5.7 Augmented Reality

We need to detect the plane in the real world to put our avatar on it. We use ARCore to

recognize the environment and detect the platform we needed. To make use of ARCore, we

should download ARcore SDK for Unity and configure build setting.

At first, a plane prefab need to be set in Unity. Then we should set a texture for this

plane, which is the grid shown to user when they detect the plane in real world. Also, we

need to add the plane render script which ARcore has already provided for us. At the same

time we need to specify the object that we want to place, which is use’s customized avatar.

Fig.5.16 shows configure the plane in Unity.

Fig. 5.16 Configure plane in Unity
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Related Work

In this chapter, we will introduce related work about our system. Our research focuses

on the role of avatar in motivating users’ work motivation. The main method is to detect the

user’s emotion in real time and give feedback. Therefore, there will be three kinds of related

work. The first is the work about personalized human avatar. The second is about emotion

recognition and analysis. The third is about work incentive system.

6.1 Related Work on Personalized Human Avatar

With the development of HCI field, the avatars have become increasingly used in

virtual communities to provide users with a more natural and favorable online experience,

so promoting a close human-avatar relationship has been a necessity to the sustainable

development of virtual communities [12]. Such avatars that can communicate well with user

can replace human beings to complete some work, such as helping users control obesity by

detecting changes in human body shape [13] or use them to augment language exposure for

6-12 month old infants [14]. These studies show that well-designed human-avatar interaction

can create a more efficient and engaging communication environment than a normal user

interface. Realistic avatars are the basis of interaction which can give user a sense of reality.

So how to generate a more human-like avatar will be the first problem. As we have

introduced in section 2.1, there are three common ways building avatar. The first method uses
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a 3D scanning device similar to Kinect. The work of Jing Tong et al. [15] provides a method

which captures 3D full human body models by using multiple Kinects. The disadvantages are

obvious. That is, users need to have multiple hardware devices to capture different parts of

the body. Therefore, it is expensive and inconvenient for ordinary users. The second method

builds human avatar by adjust the parameter of user’s body and head. This approach is often

used in large games where players can customize their own models to quickly blend into

the game environment and feel a strong sense of autonomy and control [16]. However, this

does not apply to our system, as we need to not only customize the mannequin but also add

corresponding texture to the model.

The third method uses machine learning technology to reconstruct human body and

appearance based on an image or a video. Zhong Li et al. proposed a pipeline [17] that

reconstructs 3D human shape avatar at a glance. The avatars generated by this method often

include not only the body, but also other human attributes, such as appearance, hair color and

clothing. But the drawback of this approach is obvious. It does not contain deep information

about the human. One solution to this is to use video instead of pictures which can get more

comprehensive information than pictures. Also, high-quality avatars should feature a natural

face, hairstyle, clothes with garment wrinkles, and high-resolution texture [18]. The method

we use meets the above two conditions and can generate a realistic avatar based on video.

In addition to entertainment such as video game enjoyment, the avatars are also used

in other research fields. In terms of virtual shopping, JKapur et al. [19] proposed a method

to help users visualize how a wearable article will look on the their bodies. WonSook Lee

et al. [20] allow user to user their photo and body shape parameter as the input to see how

themselves dressed.

Avatars are also often used in research related to psychology and health. Kiani and

Massi Joe E [21] use avatar to encourage improvement of physical health and academic

performance. Wenbing Zhao et al. [22] devotes to build the next generation virtual avatar-

based life coaching system for children with Autism Spectrum Disorder (ASD).



6.2 Related Work on Emotion Recognition and Analysis 45

Personalized virtual avatar can also be used for social communication. Zichun Guo et al.

[23] develop a vitual communication system for diabled people to improved their face-to-face

communication ability.

6.2 Related Work on Emotion Recognition and Analysis

Interacting with others by reading their emotional expressions is an essential social skill

in humans [24] which can also apply to avatars. So we add emotion recognition and analysis

mechanism into our system in order to make avatar better perceive the changes of users’

working state. Emotions can be sensed through facial expression, speech and physiological

sensory processes. Facial expression and perception have long been the primary emphasis

in emotion recognition field. However, there is a growing interest in other channels like the

voice and touch [25].

Facial expressions and speech are expressive way humans display emotions [26]. We

recognize the facial expression and voice through detecting the keypoints and physical

attributes. Here are some related work about emotion recognition. Caridakis, George et

al. [27] proposed and trained a model which can recognize 8 kinds of emotion from facial

expression, gestures and speech. Yu, Chuang et al. [28] propose a emotion recognition

framework for robot using multimodel data from facial expressions and human gait data.



Chapter 7

Preliminary Evaluation

In this chapter, we introduce our preliminary evaluation method and the analysis results

to evaluate the avatar. The main purpose of this evaluation is to test whether our human

avatar is realistic or satisfying enough and whether the avatar can boost user’s motivation to

work by interacting with it. 8 participants are asked to fill in a questionnaire. After that, we

will discuss the results from the questionnaire.

7.1 Participants

8 participants aged from 20 to 26 are invited to conduct the experiments. All of them

have the experience with of AR application and a few of them have experience with virtual

avatar.

7.2 Method

We give a brief introduction of the avatar and our system to all participants. Then the

participants need to try to use our system at work. Then our system will use avatar to detect

their emotion and help them adjust their bad moods.

After using the system, participants will be asked to fill out a five-question questionnaire.

The 5 questions are shown as below.
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1. The avatar looks realistic from the following aspects.

• Body shape

• Clothes

• Face

2. It is useful or interesting to interact with avatar.

3. The avatar can understand or recognize emotion easily.

4. The avatar can give appropriate feedback to boost work motivation.

5. The avatar can work as a motivator effectively.

Fig.7.1 shows our questionnaire using 5-point Likert scale.

7.3 Result

Our participants were asked to rate each question and the results we gathered shown as

the following table 7.1 and Fig.7.2.

Question 1 2 3 4 5

Q1-1:The avatar looks realistic from the body shape. 5 3
Q1-2:The avatar looks realistic from the clothes. 2 5 1
Q1-3:The avatar looks realistic from the face. 6 2
Q2:It is useful or interesting to interact with avatar. 8
Q3:The avatar can understand or recognize emotion easily. 5 3
Q4:The avatar can give appropriate feedback to boost work motivation. 4 4
Q5:The avatar can work as a motivator effectively. 6 2

Table 7.1 Investigative questions after using the system

Question 1 is used to test how realistic our virtual avatar looks like. We test the model

from three aspects: body shape, clothes and face. The average score are 4.375, 3.875 and

4.25 respectively. The result proves that most participants think our avatar looks very similar
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Fig. 7.1 Questionnaire



7.3 Result 49

Fig. 7.2 Questionnaire results

to the real people. But two participants think it would be better if the clothes on avatar looks

more natural.

Question 2 is used to determine if the interaction between user and avatar can give

a good experience to the user. The average score of question 2 is 5. It proves that all the

participants agree that it is useful or useful to interact with avatar.

Question 3, question 4 and question 5 are used to judge whether the personalized avatar

can boost user’s motivation in work incentive system. Question 3 is used to test if our avatar

can understand user’s emotion easily and the average score is 4.375. The average scores

of question 4 and question 5 are 4.5 and 4.25 which shows our avatar works well in work

incentive system.

Overall, we got relatively positive feedback from our participants. We also got some

feedback and suggestions from our participants:

• I think if the avatar could give some facial expression during the interaction will be

good.
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• The voice can be improved. You can use voice from the user as its avatar’s voice,

which may make the interactions more intuitive.

• Maybe you can add a variety of different types of feedback. Also, add more interaction

with avatar, according to user’s emotion, avatar can give different response. For

example, when user feel sad, avatar can sing a song for user.



Chapter 8

Conclusion and Future Work

8.1 Conclusion

In this thesis, our research tries to build an interactive personalized human avatar. On

this basis, an avatar-based work incentive system is constructed.

The avatar will be generated with the realistic body shape, lifelike appearance and

clothes and it is based on the video user uploaded. In order to make the model interact with

people more naturally, we also need to add some movements and voice to the avatar. After

that, we build an application which uses personalized avatar as the motivator to boost their

work motivation by adjust their mood.

Technically, we build a video-based human model with the technical support of Alldieck’s

work. Then we do some optimization after getting the basis model, including optimizing the

model’s surface using loop subdivision algorithm and generating a texture for the model to

get the final avatar. Then the avatar will be rigged to make the movements and also given the

voice. We also design two kinds of user behavior which can trigger avatar’s feedback. One

is to detect if there are key words in user’s speech. Another is to judge whether there is a

specified emotion trends when user is at work.

User can consider the avatar as the second incarnation of anyone they want. On this

basis, we build a work incentive system using the avatar as a motivator. The application uses
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user’s facial expression and voice as the input. These data will be collected and analyzed in

real time. The results of the analysis will drive the feedback of avatar.

Last, preliminary evaluation was performed to test how realistic our virtual avatar looks

like and if the interaction between user and avatar can give a good experience to user.

8.2 Future Work

The directions we are going to work on is shown as below:

• Although we have generated a realistic avatar based on a real person, the face of the

avatar is still need to be improved in terms of the feedback we got from our participants.

• We want the avatar to look as real as possible. Therefore, it is better to add various

facial expression such as smile and frown to avatar.

• We can generate avatar’s voice based on the real person’s voice, which may make the

interactions more intuitive.

• Besides, the interaction between user and avatar can be more diversified.

We focus on build an human like avatar, so our next work will focus on how to build a

more realistic model on the existing basis.
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